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Abstract— Face verification systems aim to find out whether two face images belong to the same subject. The existing system uses a ge-
nerative model such as Joint Bayesian method, it formulate verification task as a binary Bayesian decision problem. This method treats the samples as 
random variables respecting certain data-generating models, and treats the subjects of the samples as latent variables. However in Joint Bayesian me-
thod, accuracy is low due to the inaccurate feature selection. And the classifier does not support for highly non linear data. In this paper uses a random 
forests technique to deal with the above challenges in the face recognition. The proposed algorithm first extracts features from the face images using 
SIFT, LBP, Gabor and HoG. And uses a Non-negative Matrix Factorization (NMF) method for appropriate feature selection. And then uses the random 
forest algorithm to classify the images based on the selected features. Non-negative matrix factorization is a linear, nonnegative approximate data repre-
sentation. This can be used to reduce the feature size. Random forest can also support for highly nonlinear data. And it has a good convergence proper-
ty and achieves a higher verification rate than both the Joint Bayesian method and other state-of-the-art classifiers on the labeled faces in the wild face 
database. 

 

Index Terms— AJB (Advanced Joint Bayesian), Gabor, HoG, LBP (Linear Binary Pattern), NMF (Non-negative Matrix factorization), 
Random forest, SIFT (Scale Invariant Feature Transform). 

——————————      —————————— 

1 INTRODUCTION                                                                     

ACE recognition is a rapidly growing filed today for many 
applications of biometric authentication, security, ect. The 

security of information is becoming very significant and diffi-
cult. Security cameras are presently common in airports, Of-
fices, University, ATM, Bank, and in any locations with a secu-
rity system. Face recognition is a biometric system used to 
identify or verify a person from a digital image. 
     The critical step in face recognition is face verification. Face 
verification system aims to find out whether two face images 
belong to the same subject. A typical face verification system 
consists of several stages: image preprocessing, feature extrac-
tion, feature selection and classification. 
     Recently a generative model such as Advanced Joint Baye-
sian (AJB) classifier [1] is used for face verification task. Three 
recent pieces of work [2],[3],[4] use this method to design the 
classifiers of their systems. DeepFace [5], an innovative algo-
rithm, which uses a deep learning structure and reduces the 
verification error and also states that the Joint Bayesian me-
thod is the “currently most successful system”. However, the 
AJB method uses EM-like algorithm to estimate the model 
parameters.  In this algorithm, accuracy is low due to the inac-
curate feature selection. And less efficient for highly nonlinear 
data.This work attempts to use random forests to deal with the 
above challenges in the face recognition. The proposed algo-
rithm first extracts features from the face images using SIFT 
[6], LBP [7], Gabor [8] and HoG [9]. And uses a Non-negative 
Matrix Factorization (NMF) method [10], [11] for appropriate 
feature selection. This can be used to reduce the feature size. 
And then uses the random forest algorithm to classify the im-
ages based on the selected features. Random forests are prov-
en to be fast [12],[13],[14],[15] which is suitable with our moti-

vation. Further, a random forest is a powerful statistical 
framework [16] with very high generalization accuracy. 

2    LITERATURE SURVEY 
In 2004, Raphael mare, pierre geurts, Justus piater, and Louis 
wehenkel [12] evaluate a generic machine learning algorithm 
based on decision tree ensembles. And then introduce an ex-
tension of this algorithm that augments its generality even 
further. Both forms of the algorithm operate directly on the 
pixel values and do not extract any task specific features. To 
demonstrate the performance of the algorithms, [12] have cho-
sen four typical problems in image classification. And in all 
four cases, the extended algorithm produces results competi-
tive with the state-of-the-art. 
     In 2005, Raphael mare, Pierre geurts, Justus piater, and 
Louis wehenkel [13] compare five tree-based machine learning 
methods within the generic image classification framework. It 
is based on random extraction of sub windows and their clas-
sification by decision trees. It shows that this general and con-
ceptually simple framework yields good results for object rec-
ognition task combined with ensembles of decision trees.  
     In 2006, Pierre Geurts, Damien Ernst, Louis wehenkel [14] 
propose a new tree induction algorithm that selects splits, both 
attribute and cut-points, totally or partially at random. The 
high variance of decision and regression tree splits suggests 
investigating whether higher randomization level could im-
prove accuracy with respect to existing ensemble methods.  
     In 2007, Frank moosmann, Bill trigs and Frederic jurie [15] 
contributes two main ideas. One is that ensembles of trees 
eliminate many of the disadvantages of single tree based cod-
ers without losing the speed advantage of trees. The second is 
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that classification trees contain a lot of valuable information 
about locality in descriptor space that is not apparent in the 
final class labels. One can exploit this by training them for 
classification then ignoring the class labels and using them as 
clustering trees. Comparing these two ideas introducing an 
Extremely Randomized Clustering Forests (ERC-forests) [15]. 
Which are the ensembles of randomly created trees. And they 
provide much faster training and testing and more accurate 
results than conventional k-means in several state-of-the-art 
image classification tasks. 
     In 2010, Dingding Wang Tao Li [10] proposed an unsuper-
vised approach that combines keyword selection and docu-
ment clustering (topic discovery) together. The proposed ap-
proach extends non-negative matrix factorization (NMF) by 
incorporating a weight matrix to indicate the importance of 
the keywords. The proposed approach is further extended to a 
weighted version in which each document is also assigned a 
weight to assess its importance in the cluster. 

3    METHODS AND TECHNIQUES 

3.1 Pre-processing 
 

The image is first processed in order to extract the features, 
which describe its content. The pre-processing involves filter-
ing, normalization, segmentation, and object identification. 
[17] The output of this stage is a set of significant regions and 
objects. This can enhance the visual appearance of image. 

3.2 Feature Extraction 
Feature extraction is related to dimensionality reduction. Here 
we use multiple feature extraction techniques including SIFT 
[6], LBP [7], Gabor [8], and HoG [9]. And divide the image into 
non-overlapping blocks and then extract uniform patterns. 

3.3 Feature Selection 
Non-whitening PCA [18] is used to reduce the feature dimen-
sion. It is a statistical procedure that uses an orthogonal trans-
formation to convert a set of observations into a set of values 
of linearly uncorrelated variables. 

3.4 Advanced Joint Bayesian Method 
Advanced joint Bayesian (AJB) is a generative classifier me-
thod. This method treat the samples as the random variables 
respecting certain data generating models, and treat the sub-
jects of samples as latent variable [1] 
    However, the joint Bayesian method uses EM-like algorithm 
to estimate the model parameters, which deviates from stan-
dard EM algorithm. [1] This algorithmic deviation will cause 
the parameter estimator of AJB to have some undesired prop-
erties. And it is less efficient for highly nonlinear data. 

4 PROPOSED METHOD 
To deal with the above challenges in the face recognition, a fast 
and efficient face recognition system has been needed. To de-
velop an efficient application, Random forest method is used 
in classification step. Extending the literature above to develop 
random forest for face recognition presents an interesting re-
search goal. In the second part, random forest are used to clas-
sify images represented using non negative matrix factoriza-
tion (NMF) [10],[11]. 

4.1 Random Forest 
Random forest are defined as a combination of tree predictors 
such that each trees depends on the values of a random vector 
sampled independently and with the same distribution for all 
trees in the forest [19]. Random forest is powerful statistical 
framework [19] with high generalization accuracy. 
    Random trees are grown recursively top down. And it di-
vides the training data on completely random attributes. This 
randomization mainly addresses high dimensional data and 
generalization [20],[21],[19]. 
    The random forest algorithm can be summarized as follows: 
[22] 

1. Draw  bootstrap samples from the original data. 
2. For each of the bootstrap sample, grow an unpuned 

classification tree, with the following modification: at 
each node, rather than choosing the best split among 
all predictors, randomly sample  of the predic-
tors and choose the best split from among those va-
riables. 

3. Predict new data by aggregating the predictions of 
the  trees ( i.e,  majority votes for classification). 
 

     The underlying nature of random forests is that of building 
classifiers independently. This makes their construction inhe-
rently parallel. Its result as, referred to as a parallel learning 
algorithm [23].  Random forest creates a large number of inde-
pendently trained classifiers by the random sampling of fea-
tures.  

4.2 Non-Negative Matrix Factorization (NMF) 
Non-negative matrix factorization (NMF) [11] is relatively a 
new way of reducing the dimensionality of data into a linear 
combination of bases. NMF has non-negative constraints, so it 
can be used to represent data with non-negative features quite 
well. Non-negative matrix factorization (NMF) also non-
negative matrix approximation is a group of algorithms in 
multivariate analysis and linear algebra where a matrix V is 
factorized into (usually) two matrices W and H, with the 
property that all three matrices have no negative elements. 
This non-negativity makes the resulting matrices easier to in-
spect [10] 
    Let’s assume that our data consists of T measurements of N 
nonnegative scalar variables. Denoting the (N-dimensional) 
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measurement vectors vt (t =1, . . .,T), a linear approximation of 
the data is given By 

 
 

 
Where W is an N×M matrix containing the basis vectors wi as 
its columns. Note that each measurement vector is written in 
terms of the same basis vectors. The M basis vectors wi can be 
thought of as the ‘building blocks’ of the data, and the (M-
dimensional) coefficient vector ht describes how strongly each 
building block is present in the measurement vector vt. 
    Arranging the measurement vectors vt into the columns of 
an N×T matrix V, we can now write, 

 
    Where each column of H contains the coefficient vector ht 
corresponding to the measurement vector vt. Written in this 
form, it becomes apparent that a linear data representation is 
simply a factorization of the data matrix. Principal component 
analysis [18], and non-negative matrix factorization (NMF) 
[11] can all be seen as matrix factorization, with different 
choices of objective function and/or constraints. 
 

 
    NMF is similar to PCA in that it assigns weights to a set of 
bases to blend a representative observation, but the weights 
are constrained to be positive. 

5 RESULT AND ANALYSIS 
In this section, we compare our Random Forest with both the 
joint Bayesian method and other classifiers, using LFW face da-
tabase for illustration. 
 
5.1 Experimental Settings 
 
The LFW database [24] is the database designed for face verifi-
cation. It presents large variations in pose, expression and 
lighting. From the database, we consider 30 images to be 
tested. And the performance of the classifier is compared with 
the help of confusion matrix. We use multiple features to con-
duct our experiments, including SIFT [6], LBP [7], Gabor [8], 
and HoG [9]. From the extracted features, we select 100 fea-
tures by NMF [11]. The accuracy of the classifier is obtained 
from adding true positive and true negative value from the 
confusion matrix. And  these values are divided by the total 
number of testing inputs.   
 
5.2 Comparison with the Joint Bayesian 
The result is shown in TABLE 2. It can be seen clearly that the 
Random forest method improves verification accurary, com-
pared with the joint Bayesian method in TABLE 1.  
 

TABLE 1 
CONFUSION MATRIX OF AJB 

 

 PREDICTED CLASS  

CLASS 0 CLASS 1  

 

ACTUAL 
CLASS 

CLASS 
0 

16 
(53.3%) 

2 

 (6.7%) 

TP RATE 

88.9% 

CLASS 
1 

2 

(6.7%) 

10 
(33.3%) 

FP RATE 

16.7% 

  PRECISION 

88.9% 

ERROR 
RATE 

13.3% 

ACCURACY 

86.7% 

 
    From the TABLE 1, AJB method results the accuracy with 
86.7%. And the error rate is13.3%. AJB is a generative method, 
and it generates each value at its training time. So it is more 
time consuming. 
 

TABLE 2 
CONFUSION MATRIX OF RANDOM FOREST 

 

 PREDICTED CLASS  

CLASS 0 CLASS 1  

 

ACTUAL 
CLASS 

CLASS 0 17 

(56.7%) 

1 

 (3.3%) 

TP RATE 

94.4% 

CLASS 1 0 

(0.0%) 

12 
(40.0%) 

FP RATE 

0.0% 

  PRECISION 

100% 

ERROR 
RATE 

7.7% 

ACCURACY 

96.7% 

 
    The TABLE 2 shows the performance of random forest me-
thod. Here the accuracy is 96.7%, and the error rate is 7.7% 
only. So it gives more accurate result than AJB. 
 
5.3 Comparison with the State of the Art 
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    Finally, we combine our four Random forest classifier, which 
are SIFT [6], Gabor [7], LBP [8] and HoG [9] features. And the 
classifier takes the linear combination of these four scores for the 
verification. And the verification rate reaches to 0.967. 
 
 

TABLE 3 
COMPARISON OF ALGORITHMS ON THE LFW DATABASE 

 

METHODS VERIFICATION RATE 

PLDA 0.901 

FISHER VECTOR FACE 0.930 

AJB 0.925 

RANDOM FOREST 0.967 

 
     Table 3 shows the verification rate of state of the art classifi-
ers. From the table, we clearly seen that random forest classifi-
er has higher verification rate compared with the state of the 
art. 

6 CONCLUSION 
In this research has been done to the performance of a face 
recognition system by making the use of classifier with Ran-
dom forests. The whole system mainly consists of four parts, 
namely preprocessing, feature extraction, feature selection, 
and classification. In this paper, we also propose a new me-
thod in feature selection step, NMF (Non-negative Matrix Fac-
torization). This can be used to reduce the feature size. In the 
classification, the face image is compared with the images 
from the database. Random forest is one of the best classifica-
tion technique available today and has been show to perform 
very well compared to other classifiers. 
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